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Abstract

Given a set $S \subseteq \mathbb{R}$ of points on the line, we consider the task of matching a sequence $(r_1, r_2, \ldots)$ of requests in $\mathbb{R}$ to points in $S$. It has been conjectured [Online Algorithms: The State of the Art, Lecture Notes in Computer Science, Vol. 1442, Springer, Berlin, 1998, pp. 268–280] that there exists a 9-competitive online algorithm for this problem, similar to the so-called “cow path” problem [Inform. and Comput. 106 (1993) 234–252]. We disprove this conjecture and show that no online algorithm can achieve a competitive ratio strictly less than 9.001.

Our argument is based on a new proof for the optimality of the competitive ratio 9 for the “cow path” problem.

Keywords: Competitive analysis; Matching; Online algorithms

1. Introduction

We consider a special class of online server problems, where a number of servers (not necessarily finite), located on the real line, is to serve a sequence of requests $r_1, r_2, \ldots, r_k \in \mathbb{R}$. In contrast to classical server problems (cf, e.g. [2,4]), however, each server can serve at most one request. So the optimal offline solution is the minimum cost matching of the
requests into the set of server positions $s_i$. The problem is therefore also known as the *online matching problem on a line* [6]. As an application, consider a Bowling Center with bowling shoes of sizes $s_1, s_2, \ldots$ at its disposal to meet requested shoe sizes $r_1, r_2, \ldots$ of entering players.

An online matching algorithm is $\rho$-competitive if, after serving $r_1, \ldots, r_t$ ($t \in \mathbb{N}$), the current length $L$ of the online matching constructed so far is at most $\rho$ times the current optimal matching cost. It is a challenging open question to prove or disprove the existence of $\rho$-competitive online algorithms with finite competitive ratio $\rho$.

For notational convenience, we consider a “universal” instance with infinitely many servers, one at each integer $s \in \mathbb{Z}$. The lower bound on $\rho$ we shall derive is easily extended (cf. Section 4) to the finite case, where there is only a finite number of servers given, say, one at each integer $s \in [-N, N]$ for sufficiently large $N$, and requests $r_1, \ldots, r_k \in \mathbb{R}$ (with $k \leq 2N + 1$).

In the next section we will simulate the famous “cow path” problem, which is known to have an optimal online algorithm with competitive ratio of 9 [1], with an instance for the matching problem on a line. In Section 3 we present a new proof for optimality of this competitive ratio. In Section 4 we extend this result to a lower bound of $9 + \varepsilon$ for the online matching problem on a line with $\varepsilon=0.001$, contradicting a conjecture presented in [6] that a competitive ratio of 9 can be achieved. Our choice of $\varepsilon$ is not optimized but our method does not seem to yield a significantly larger lower bound.

In [6] it is also suggested that generalized work function algorithms might perform well. In Section 5 we show that these algorithms have infinite competitive ratio.

### 2. The cow path problem

The authors of [6] call the following problem “hide and seek”, but more often it is referred to as the “cow path” problem, interpreted as a cow trying to escape from the meadow and looking for a hole in the fence [7]. Mathematically, the fence is represented by the real line and the cow’s initial position is the origin. We are seeking for a path visiting each $x \in \mathbb{Z}$ (each possible location of the hole) after traveling a distance of at most $\rho|x|$. Such a path is called a $\rho$-competitive path (solution) to the (discrete) cow path problem. Any such path will without loss of generality first lead to $l_1 < 0$, then turn to the right until it reaches $l_2 > 0$, turn again and move to $l_3 < l_1$, and so on. Thus, such a cow path is completely characterized by the sequence of its turning points $l_1, l_2, l_3, \ldots \in \mathbb{Z}$.

The basic difficulty for an online algorithm for the matching problem on the line is to decide which server to use for matching a new request $r$. There are essentially two choices: Either the server $s_-$ that is closest to $r$ from left or the server $s_+$ that is closest to $r$ from right (among those servers that are currently still unmatched). Indeed, serving $r$ from a server at $s < s_-$ can be interpreted as moving $s$ to $s_-$ and serving $r$ from $s_-$.

The following request sequence forces any online algorithm for the matching problem to simulate a “cow path”. The first two requests are at $r_1 = r_2 = 0$, and each subsequent request is exactly at the position where a server has just been moved off to serve the previous request. Assume that $r_2$ is served from $s_2 = -1$. In order to stay $\rho$-competitive, the online algorithm may first continue to serve a number of requests from left, but must eventually
switch to serving some request \( r = i \leq -1 \) from right, i.e. from \( s = 1 \). (Indeed, \( |i| \leq \rho/2 \)). It may then continue to serve a number of requests from right, but eventually it will have to switch again, serving some request \( r = j \geq 1 \) from left, etc. Thus the online algorithm for such an instance is characterized by its turning points \( l_1, l_2, l_3, \ldots \) which can be interpreted as a cow path.

**Proposition 1.** Any \( \rho \)-competitive algorithm for online matching on a line yields a \( \rho \)-competitive algorithm for the discrete cow problem.

**Proof.** Consider a request sequence as described above that stops when \( s = x \) is used as a server. Assume that our online algorithm produces a sequence \( l_1, l_2, l_3, \ldots, l_k \) with \( l_i < 0 \) for \( i \) odd and \( i > 0 \) for \( i \) even. The constructed online matching then has a cost of \( |x| + 2 \sum_{i=1}^{k} |l_i| \), whereas the optimum matching costs \( \min \{|x|, |l_k| + 1\} \), since serving \( r_2 = 0 \) from \( x \) resp. \( l_k \pm 1 \), all the other requests can be matched at no cost. To see this, note, that the request sequence consists of all integers in \([x + 1, l_k]\) resp. \([l_k, x - 1]\) where 0 is requested twice. Obviously, the cost of the online matching equals the cost of a cow path with turning points \( l_1, l_2, l_3, \ldots, l_k \). □

This analogy yields a lower bound of \( \rho \geq 9 \) for the competitive ratio of any online algorithm for matching on a line, cf. [1] or Section 3.

For future purposes we, additionally, scale the above sequence and start with \( 2m_0 \) requests at \( r = 0, \pm 1, \pm 2, \ldots, \pm (m_0 - 1), 0 \). Now the second request at \( r = 0 \) will be served, say, from \( s = -m_0 \). We then continue requesting exactly at the positions where a server has just been moved off. We refer to such a request sequence as a cow sequence with parameter \( m_0 \), started at \( r = 0 \).

### 3. Cow sequences

Consider an online algorithm for the matching problem on a line and assume it has already served requests \( r_1, \ldots, r_t \in \mathbb{Z} \). We denote by \( L \) the (length of) the matching constructed so far and refer to it as the current travel length. \( M^* \) denotes the (length of) the current optimal matching from \( R = \{r_1, \ldots, r_t\} \) into \( \mathbb{Z} \). In addition, we introduce the current matching \( M \): Assume that the online algorithm has served the currently known set of requests \( R = \{r_1, \ldots, r_t\} \) from servers \( S = \{s_1, \ldots, s_t\} \). Then \( M \) is the (length of) the optimal matching from \( S \) to \( R \). We stress that, in general, this is different from both \( L \) and \( M^* \).

As an example, consider a cow sequence as in Section 2 and assume that the online algorithm switches at \( r = -i \) to serving from right and then continues serving \( r = m_0, r = m_0 + 1, \ldots, r = j - 1 \) from right. The current matching \( M \) is then the assignment \( m_0 \mapsto 0, m_0 + 1 \mapsto m_0, \ldots, j \mapsto j - 1 \) (cf. Fig. 1).

In the situation indicated in Fig. 1 we have \( M = j, L = 2i + j \) and, assuming that \( j > i, M^* = i + 1 \). In our figures, we indicate unused servers by \( \circ \). Note, that always \( M_1 = m_0 \) and, in terms of turning points \( l_1, l_2, \ldots \) of a cow path we have \( |M_{i+1}| = |l_i| + 1 \) for \( i = 1, 2, \ldots \).
We use current matchings to analyze the behaviour of a $\rho$-competitive algorithm for the matching problem (and provide a new proof for the lower bound $\rho \geq 9$ on cow sequences). When the online algorithm serves a cow sequence, we let $M_k, k \geq 1$, denote the current matching immediately after the $k$th switch (cf. Fig. 2).

**Proposition 2.** After the $k$th switch, when the current matching is $M_k$, the online algorithm has travelled

$$L_k = 2 \sum_{i=2}^{k-1} M_i + 3M_k + 2M_{k+1} - 2k, \text{ for } k \geq 2. \quad (1)$$

**Proof.** For $k \geq 2$, $L_k = 2 \sum_{i=1}^{k} l_i + M_k = 2 \left( \sum_{i=2}^{k+1} M_i - 1 \right) + M_k$ and the claim follows. $\square$

The standard online algorithm for serving cow sequences is based on the *doubling technique*, switching between left and right so that $M_k = 2M_{k-1}$ holds for $k \geq 2$. This in particular guarantees that, after each switch, the current matching $M = M_k$ is the current optimal assignment $M^* = M_k^*$ (and $M$ stays optimal until it exceeds $M_{k+1}$). Furthermore, by induction we have

$$L_k = 9M_k - 4M_1 - 2k \quad (2)$$

implying

**Corollary 3.** The doubling technique is 9-competitive for serving cow sequences.

To see that factor 9 is best possible, consider an arbitrary online algorithm for serving cow sequences, producing current matchings $M_k$ and travel lengths $L_k$ after the $k$th switch. Let $\sigma_k$ and $\alpha_k$ be such that

$$L_k = (9 - \sigma_k)M_k \quad \text{ and } \quad M_{k+1} = (1 + \alpha_k)M_k. \quad (3)$$
Remark 4. The doubling technique would correspond to $\alpha_k = 1, \ k \geq 1$. In general only $\alpha_k > -1$ holds by definition, thus, $\alpha_k$ may be negative, and $M_k$ is not guaranteed to be the current optimal assignment for all $k \geq 1$. For a $9$-competitive algorithm, $\sigma \geq 0$ indicates the current “length credit” (relative to the current $M$) and $\alpha$ can be interpreted as the “credit we have gained by exploring a region of size $(1 + \alpha)M$ on the opposite side”. In this sense the potential defined below may be interpreted as a kind of “total current credit”.

We introduce the potential

$$\Phi_k := \sigma_k + 2\alpha_k, \quad k \geq 1.$$ 

In the following we derive a recursion for $\Phi_k$, showing that any $(9 - \varepsilon)$-competitive algorithm would yield $\Phi_k \to -\infty$, contradicting $\sigma \geq 0$ and $\alpha > -1$.

Our recursion starts as follows:

$$\Phi_1 = 9 - \frac{M_1 + 2M_2 - 2}{M_1} + 2\alpha_1 = 6 + \frac{2}{M_1} = 6 + \frac{2}{m_0} \approx 6$$

and

$$\Phi_2 = 9 - \frac{3M_2 + 2M_3 - 4}{M_2} + 2\alpha_2 = 4 + \frac{4}{M_2} \approx 4,$$

assuming $m_0$ is chosen sufficiently large.

Furthermore, observe that any $\rho$-competitive algorithm must necessarily produce exponentially growing $M_k$’s in the following sense.

Lemma 5. Any $\rho$-competitive algorithm must satisfy

1. $M_{k+2[\rho]} \geq 2M_k,$
2. $M_k \leq \frac{\rho}{2}M_{k-1}.$

Proof. Assume $M_{k+2[\rho]} < 2M_k$ and consider the situation immediately after the $(k + 2[\rho])$th switch. Then

$$L_{k+2[\rho]} = 2 \sum_{i=2}^{k+2[\rho]-1} M_i + 3M_{k+2[\rho]} + 2M_{k+2[\rho]+1} - 2k$$

$$\geq 2 \sum_{i=0}^{[\rho]-1} M_{k+2i} \geq 2 \sum_{i=0}^{[\rho]-1} M_k$$

$$> \left\lceil \rho \right\rceil M_{k+2[\rho]},$$

contradicting $\rho$-competitiveness.

By Proposition 2 for $k \geq 3$ we have $L_{k-1} \geq 3M_{k-1} + 2M_k$ implying the second assertion. \[\square\]

The first inequality of the previous lemma implies that $\frac{k}{M_k}$ (and even $\sum \frac{k}{M_k}$) can be made arbitrarily small by an appropriately large choice of $m_0$. The second inequality gives a rough upper bound on $\Phi_k$ as follows.
Lemma 6. For $k \geq 3$

$$\phi_k < 4 - \frac{2}{\rho},$$

for $m_0$ sufficiently large.

Proof.

$$(9 - \sigma_k)M_k = L_k \geq 2M_{k-1} + 3M_k + 2(1 + \alpha_k)M_k - 2k$$

$$\geq \left(\frac{4}{\rho} + 5\right)M_k + 2\alpha_kM_k - 2k.$$ 

Dividing by $M_k$ yields

$$\phi_k \leq 4 - \frac{4}{\rho} + \frac{2}{M_k} < 4 - \frac{2}{\rho}$$

for $m_0$ sufficiently large. □

Next we derive the recursion for $\phi_k$.

Lemma 7.

$$\phi_{k+1} = \phi_k - \Delta_k + \frac{2}{M_{k+1}}$$ with

$$\Delta_k = \frac{\alpha_k \sigma_k + 2(1 - \alpha_k)^2}{1 + \alpha_k}.$$ 

Proof. We compute from Proposition 2 that

$$(9 - \sigma_{k+1})M_{k+1} - (9 - \sigma_k)M_k = L_{k+1} - L_k = 2M_{k+2} + M_{k+1} - M_k - 2.$$ 

Substituting $M_{k+1} = (1 + \alpha_k)M_k, M_{k+2} = (1 + \alpha_{k+1})(1 + \alpha_k)M_k$ and dividing by $M_k$ gives

$$(\sigma_{k+1} + 2\alpha_{k+1})(1 + \alpha_k) = 6\alpha_k + \sigma_k - 2 + \frac{2}{M_k}$$

$$= (\sigma_k + 2\alpha_k)(1 + \alpha_k) - (\alpha_k \sigma_k + 2(1 - \alpha_k)^2) + \frac{2}{M_k}.$$ 

Dividing by $1 + \alpha_k$ yields the recursion. □

Remark 8. The exponential growth rate of the $M_k$'s ensures that $\sum \frac{2}{M_k}$ can be made arbitrarily small, so that the update $\phi_{k+1} = \phi_k - \Delta_k$ would give approximately correct $\phi$ values.

It is now easy to see that a $(9 - \epsilon)$-competitive algorithm for serving cow sequences (and hence, a fortiori, for matching on a line) cannot exist. Such an algorithm would maintain $\sigma_k \geq \epsilon > 0$. This implies
Lemma 9. If $\sigma_k \geq 0$ we have $\Delta_k \geq \frac{1}{3} \sigma_k$. If, furthermore, $\sigma_k \geq \epsilon > 0$ for all $k$ then

$$\Delta_k \geq \frac{1}{3} \epsilon > 0 \text{ for all } k.$$ 

Proof.

$$\Delta_k - \frac{1}{3} \sigma_k = \frac{\sigma_k \sigma_k + 2(1 - \sigma_k)^2}{1 + \sigma_k} - \frac{1}{3} \sigma_k = \frac{\frac{1}{3} \sigma_k \sigma_k + \frac{1}{3} \sigma_k (\sigma_k - 1) + 2(1 - \sigma_k)^2}{1 + \sigma_k}.$$ 

Since the minimum of the denominator of the fraction in the last line, for given $\sigma_k \geq 0$, is attained at $\sigma_k = 1 - \frac{1}{6} \sigma_k$, the claim follows. □

So the update $\Phi_{k+1} = \Phi_k - \Delta_k$, and, according to Remark 8, $\Phi_{k+1} = \Phi_k - \Delta_k + \frac{2}{M_{k+1}}$, would yield $\lim_{k \to \infty} \Phi_k \to -\infty$, whereas $\Phi_k = \sigma_k + 2 \sigma_k \geq \epsilon + 2(-1)$ must hold, a contradiction. Our approach also reveals that any 9-competitive algorithm must asymptotically follow the doubling technique when serving a cow sequence.

Theorem 10. Any online algorithm for matching on a line that is 9-competitive for cow sequences produces $\sigma_k$, $\alpha_k$ with $\lim_{k \to \infty} \sigma_k = 0$ and $\lim_{k \to \infty} \alpha_k = 1$.

Proof. By Lemma 9 $\sigma_k \geq 0$ for all $k$ implies that $\Delta_k \geq 0$ in Lemma 7 and further, $\sum_{j \geq k} \Delta_j$ must converge to zero as $k$ tends to $\infty$. This can only happen when $\sigma_k \to 1$ and $\sigma_k \to 0$.

The main difficulty in analyzing $(9 + \epsilon)$ competitive algorithms serving a cow sequence is due to the fact that $\sigma < 0$ and hence $A < 0$ may occur, causing an increase of the potential. The following lemma bounds $A$ from below and gives sufficient conditions for $A$ being significantly positive.

Lemma 11. For a $(9 + \epsilon)$-competitive algorithm serving a cow sequence with $m_0$ sufficiently large and $0 \leq \epsilon \leq \frac{1}{4}$ we have in iteration $k \geq 3$

1. $A_k \geq -\epsilon$,
2. $\alpha_k \leq 1 - \frac{3}{4} \sqrt{\epsilon} \Rightarrow A_k \geq \frac{1}{16} \epsilon$,
3. $\Phi_k \leq 2 - 2 \sqrt{\epsilon} \Rightarrow A_k \geq \frac{1}{16} \epsilon$.

Proof. By Lemma 6 we have for $k \geq 3$: $\Phi_k < 4 - \frac{2}{9 + \epsilon} \leq 4 - \frac{1}{3}$. Thus, in case $-1 < \alpha < 0$ we get

$$A_k(\alpha) = \frac{\alpha(\Phi_k - 4) + 2}{1 + \alpha} > \frac{2}{1 + \alpha} > 2.$$ 

Hence, in the following, we may assume $\alpha \geq 0$.

By Lemma 7, $\Delta_k \geq \frac{2 \epsilon}{\alpha_k + 1} \sigma_k \geq \frac{2 \epsilon}{\alpha_k + 1} (\epsilon) \geq -\epsilon$. This proves 1.
If $0 \leq \varepsilon \leq 1 - \frac{3}{4}\sqrt{\varepsilon}$,

$$\Delta(\varepsilon) = \frac{\varepsilon \sigma_k + 2(1 - \varepsilon)^2}{1 + \varepsilon} \geq -\varepsilon + 2 \cdot \frac{9}{16} \varepsilon \geq \frac{1}{16}$$

which proves (2).

Finally, $0 \leq \varepsilon \leq \frac{1}{4}$ yields $\varepsilon \leq \frac{\sqrt{\varepsilon}}{2}$. Thus, $\Phi_k \leq 2 - 2\sqrt{\varepsilon}$ and $\sigma_k \geq -\varepsilon$ implies $\varepsilon_k \leq 1 - \frac{3}{4}\sqrt{\varepsilon}$.

4. More cows

The basic idea for proving a lower bound $\rho \geq 9 + \varepsilon$ for online matching is to run two (or more) cow sequences. Assume, we have two “cows” with current matchings $M = M_k$ and $\bar{M} = M_l$, directed away from each other, as indicated in Fig. 3. We will omit indices if all parameters in question are indexed by $k$.

Assume that the first cow sequence is continued, i.e. $r = M, M + 1, \text{etc.}$ are requested. Furthermore, assume the online algorithm serves all these requests from right, thus extending $M$ to some point “beyond the second cow” (cf. Fig. 4(a)) until it switches back to $M' = M_k + 1$ (cf. Fig. 4(b)).

This results in a combined cow (cf. Fig. 4(b)) in the sense that, when the request sequence is continued with $r = -M', -M' - 1, \ldots$, the online algorithm behaves as if the current matching was $\bar{M} = M' + \bar{M}$ and can be analyzed like a “simple cow”.

In absence of the second cow, the new potential of the first cow (after switching back to $M'$) would be $\Phi'$, where $\Phi'$ is the same as the potential of the first cow immediately after switching, disregarding the current matching $\bar{M}$ of the second cow. In particular, Lemmas 11(1) and 7 imply

$$\Phi' \leq \Phi + \varepsilon + \frac{2}{M'}.$$  (6)

Furthermore, the “combined cow” has scanned the same area as the “first cow”, i.e., we have the total range equality

$$(2 + \varepsilon')M' = (2 + \bar{\varepsilon})\bar{M}.$$  (7)

The effect of “eating up the second cow” is that, under certain circumstances (cf. below), the potential $\Phi$ of the combined cow is smaller than $\Phi'$.

The parameters $\bar{\varepsilon}, \bar{\sigma}$, etc. of the combined cow are easily computed from the parameters $\bar{\varepsilon}, \bar{\sigma}$, etc. of the second cow and the parameters $\varepsilon', \sigma'$, etc. of the first cow (after the next switch, disregarding the second cow).

**Lemma 12.** The new parameters $\bar{M}, \bar{L}, \bar{\varepsilon}, \bar{\sigma}, \bar{\Phi}$ satisfy

1. $\bar{\sigma}M = \sigma'M' + \bar{\sigma}\bar{M}$,
2. $\bar{\varepsilon}M = \varepsilon'M' - 2\bar{M}$,
3. $\bar{\Phi} = \frac{M'}{M} \Phi' + \frac{M}{M} (\bar{\sigma} - 4)$.  


Fig. 3. Two cows in opposition.

(a)

(b)

(c)

Fig. 4. Combining two cows.

Proof. Clearly, $\tilde{L} = \bar{L} + L'$ and thus

$$(9 - \tilde{\sigma})\tilde{M} = (9 - \sigma')M' + (9 - \tilde{\sigma})\tilde{M}$$

implying the first equation. The second assertion follows directly from the total range equality (7).

The combined potential is now easily computed

$$\tilde{\Phi} = \tilde{\sigma} + 2\tilde{\lambda} = \frac{M'}{M}(\sigma' + 2\lambda') + \frac{\tilde{M}}{M}(\tilde{\sigma} - 4).$$

□

In particular, $\tilde{\Phi}$ is significantly less than $\Phi'$, for example, when $\tilde{\sigma} < 4$. In view of (6), we may even expect that $\tilde{\Phi}$ is significantly smaller than $\Phi$.

This is the basic idea of our approach: We run a cow sequence as long as the potential decreases significantly, say $A \geq \frac{\varepsilon}{16}$. When this is no longer guaranteed, i.e. $A < \frac{\varepsilon}{16}$ occurs, we start a little “second cow” to be eaten up in the next step, so that the potential decreases nonetheless. The potential will, thus, eventually drop below $2 - 2\sqrt{\varepsilon}$. From this point on, the potential decreases automatically (cf. Lemma 11), i.e., $\Phi$ would decrease to $-\infty$, a contradiction.

To work this out in detail, consider a $(9 + \varepsilon)$-competitive algorithm for matching on a line with, say, $\varepsilon = 0.001$. We start a cow sequence at $r = 0$ and sufficiently large $m_0$. As long as $A \geq \frac{\varepsilon}{16}$, we continue the sequence. Eventually, since $\Phi > -\varepsilon - 2$, $A < \frac{\varepsilon}{16}$ must occur, implying

$$\sigma < \frac{3\varepsilon}{16} \leq \frac{\varepsilon}{5} \quad \text{and} \quad \lambda > 1 - \frac{3}{4}\sqrt{\varepsilon} \geq 1 - \sqrt{\varepsilon}$$

by Lemmas 9 and 11.

Assume w.l.o.g. that the current matching $M = M_k$ points to the left as in Fig. 3. We then start a second cow at $\tilde{r} = \lceil 1.1M \rceil$ with $\tilde{m}_0 = \lceil \varepsilon M \rceil$. The total length credit that
we inherit from the first cow is \((\sigma + \varepsilon)M \leq \frac{9}{5}\varepsilon M\). We compute
\[
(9 - \sigma)M + \tilde{L} \leq (9 + \varepsilon)(M + \tilde{M})
\]
\[
\Rightarrow \tilde{L} \leq \frac{6}{5}\varepsilon M + (9 + \varepsilon)\tilde{M}
\]
\[
\leq \frac{6}{5}\tilde{m}_0 + (9 + \varepsilon)\tilde{M} \leq \left(9 + \frac{6}{5} + \varepsilon\right)\tilde{M}.
\]

So the second cow is certainly bound to be 11-competitive. Assume it produces current matchings \(\bar{M}_k\). Then
\[
\bar{M}_1 = \lceil\varepsilon M\rceil \quad \text{and} \quad \bar{M}_2 \leq 5\lceil\varepsilon M\rceil.
\]

Since \(\bar{L}_1 = 2\bar{M}_2 + \bar{M}_1 \leq 11\bar{M}_1\). Furthermore, we have \(\Phi_l < 4\) for \(l \geq 3\) by (4). This together with 11-competitiveness, i.e. \(\tilde{\sigma}_l \geq -2\), yields
\[
\tilde{z}_l < 3 \quad \text{and} \quad \bar{M}_{l+1} = (1 + \tilde{z}_l)\bar{M}_l < 4\bar{M}_l \quad \text{for} \quad l \geq 3.
\]

**Lemma 13.** Let \(\bar{M} = \bar{M}_l\), where \(L\) is chosen to be the first \(l \geq 3\) with \(\bar{M}_l\) pointing to the right and \(\bar{M}_l > 3\varepsilon M\). Then
\[
3\varepsilon M \leq \bar{M} < 100\varepsilon M.
\]

Thus, there still are unused servers in between \(M\) and \(\bar{M}\).

**Proof.** Either \(\bar{M} = \bar{M}_3\) or \(\bar{M} = M_4\) and hence \(\bar{M} < 100\varepsilon M\), or \(l > 4\) and \(\bar{M}_{l-2} \leq 3\varepsilon M\), so that \(\bar{M}_l \leq 3 \cdot 16\varepsilon M\). \(\square\)

Since \(l \geq 3\), we have
\[
\Phi < 4 - \frac{2}{11}
\]
(assuming \(m_0\) and hence also \(\tilde{m}_0\) are large enough). This does not yet imply \(\tilde{\sigma} < 4\) (which we would like to have in view of Lemma 12). However, the estimate below will turn out to be good enough for our purposes.

**Lemma 14.**
\[
\tilde{\sigma} < 5 - \frac{2}{11}.
\]

**Proof.** First we show \(\tilde{z} \geq -\frac{1}{2}\). For \(\tilde{z} < -\frac{1}{2}\), i.e. \(\tilde{M}_{l+1} < \frac{1}{2}\tilde{M}_l\), would imply
\[
\tilde{L}_{l+1} = 2(\tilde{M}_2 + \cdots + \tilde{M}_{l+2}) + \tilde{M}_{l+1} - (2l + 2)
\]
\[
> 2\tilde{M}_1 + 3\tilde{M}_{l+1} + 2\tilde{M}_{l+2}
\]
\[
> 4\tilde{M}_{l+1} + 3\tilde{M}_{l+1} + 4\tilde{M}_{l+1}.
\]

So we could force the online algorithm to violate 11-competitiveness in the next step. Thus
\[
\tilde{\sigma} = \Phi - 2\tilde{z} < 5 - \frac{2}{11}. \quad \square
\]
Lemma 15. In order to stay \((9 + \varepsilon)\)-competitive, an online algorithm must serve requests \(r = M, M + 1, \ldots\) etc. for the “first cow” from the right, thus extending the current matching \(M\) to a point beyond the second cow, as in Fig. 4(a).

Proof. Assume to the contrary that the algorithm serves \(r = M, M + 1, \ldots\) from the right and switches back to the left before reaching the “second cow”, i.e. it serves some \(r \leq [1.1M] - \tilde{M}\) from the left. We restrict explicit computations to the case where \(r = [1.1M] - \tilde{M}\). (The case \(r < [1.1M] - \tilde{M}\) is similar but even easier.)

When the algorithm serves \(r = [1.1M] - \tilde{M}\) from the left, i.e. from the server at \(s = -(1 + \tilde{\alpha})M\), we continue the sequence for the first cow, i.e. we request \(r = -(1 + \tilde{\alpha})M, -(1 + \tilde{\alpha})M - 1, \ldots\) until eventually the algorithm switches back to the current matching \(\tilde{\bar{M}}\) (cf. Fig. 5).

Using \(\tilde{\alpha} \leq 3\) from (8) and \(\bar{M} \leq 0.1M\), we find

\[
\tilde{\bar{M}} \leq [1.1M] + \tilde{\alpha}\bar{M} \leq 1.5M.
\]

On the other hand, the additional (after having reached the situation in Lemma 13) travel length is

\[
\Delta L \geq 2((1 + \alpha)M + M) + (r - M) \geq 2(2 + \alpha)M + 0.1M.
\]

So the total travel length would be

\[
\tilde{L} = \tilde{L} + L + \Delta L \\
\geq L + \Delta L \geq (13 + 2\alpha - \sigma + 0.1)M > 15M.
\]

(Recall that \(\alpha > 1 - \sqrt{\varepsilon}\) and \(\sigma < \varepsilon / 5\)) So \(\tilde{L} / \tilde{M} > 10\), a contradiction. □

Hence the first cow is forced to eat up the second in the next step, resulting in a “combined cow” with potential

\[
\tilde{\phi} \leq \frac{M'}{M} \Phi' + \frac{\tilde{M}}{M} (\tilde{\sigma} - 4) \leq \frac{M'}{M} (\Phi + \varepsilon) + \frac{\tilde{M}}{M} \left(1 - \frac{2}{11}\right).
\]

Now \(\Phi > 2 - 2\sqrt{\varepsilon}\) by assumption (otherwise we would have had \(\Delta \geq \frac{1}{10}\varepsilon\), cf. Lemma 11). So the upper bound for \(\tilde{\phi}\) is maximized by taking \(\tilde{M}\) as small as possible. By definition, however, \(\tilde{M} > 3\varepsilon M\). Since (cf. Lemma 6) \(\Phi < 4 - \frac{2}{\sigma + \varepsilon} < 4 - \frac{4}{3}\), we certainly have \(\alpha = (\Phi - \sigma) / 2 \leq (\Phi + \varepsilon) / 2 < 2\), so \(M' = (1 + \alpha)M \leq 3M\), i.e. \(\tilde{M} > \varepsilon M'\). Hence, by Lemma 12, (6) and Lemma 14

\[
\tilde{\phi} \leq \frac{1}{1 + \varepsilon} (\Phi + \varepsilon) + \frac{\varepsilon}{1 + \varepsilon} \left(1 - \frac{2}{11}\right).
\]
Now, if still \( \tilde{\Phi} \geq 2 - 2 \sqrt{\varepsilon} \geq 2 - \frac{1}{11} \) we compute

\[
\tilde{\Phi} \leq \Phi + 2 \varepsilon - \frac{2}{11} \varepsilon - \varepsilon \tilde{\Phi} \leq \Phi - \frac{1}{11} \varepsilon,
\]

proving the desired significant decrease in potential.

Summarizing, we can force a decrease of \( \Delta \geq \frac{1}{15} \varepsilon \) or \( \tilde{\Delta} \geq \frac{1}{11} \varepsilon \) in each step, so that eventually the potential will drop below \( 2 - 2 \sqrt{\varepsilon} \) and then, by Lemma 11, continue to drop further automatically towards \( -\infty \), a contradiction. We have thus proved:

**Theorem 16.** Any \( \rho \)-competitive algorithm for online matching on a line must have ratio \( \rho \geq 9.001 \).

More precisely, our analysis reveals that \( \Phi \) drops from \( \Phi \leq 4 \) to \( \Phi < -1 \) in \( O(\varepsilon^{-1}) \) switches of the “first” (combined) cow. Using the second inequality in Lemma 5, we easily derive a finite variant of Theorem 16, where servers are located at integral positions in \([-N, N]\) for sufficiently large \( N \) and requests \( r_1, \ldots, r_k (k \leq 2N + 1) \).

### 5. Work functions

In this section we investigate a rather straightforward online matching algorithm and show that it has infinite competitive ratio. The algorithm is based on the concept of work functions, which have already been shown to be useful in standard online server problems, cf. [4] or [2] and have been suggested as good candidates for online algorithms for the matching problem on a line [6].

We will merely restrict to an outline of the construction, as it is easy but tedious to figure out the details. Furthermore, Koutsoupias and Nanavati [3] have, independently, analyzed work functions in more detail. Presenting an easier, but (like ours) hierarchically structured example, they show that the competitive ratio of work function algorithms is \( \Omega(\log n) \) and \( O(n) \).

In our context, a work function algorithm can be defined as follows. Assume the online algorithm has already served requests \( R = \{r_1, \ldots, r_t\}, t \geq 0, \) from \( S = \{s_1, \ldots, s_t\} \). The size of the corresponding current matching (the optimal matching from \( S \) into \( R \)) is then called the work function of \( S \), denoted by \( w_t(S) \). When the new request \( r_{t+1} \) arrives, we determine \( s_{t+1} \) to be the server that minimizes

\[
\gamma \Delta w + d,
\]

where \( \Delta w = w_{t+1}(S \cup \{s_{t+1}\}) - w_t(S) \) and \( d \) is the distance from \( s_{t+1} \) to \( r_{t+1} \). The weighting factor \( \gamma \geq 0 \) can be chosen arbitrarily. The choice \( \gamma = 0 \) corresponds to the simple greedy strategy serving each new request from the nearest server.

To simplify our analysis, we chose \( \gamma = 3 \). This results in an online algorithm that asymptotically follows the doubling technique when applied to simple cow sequences.

In the situation indicated in Fig. 6, choosing \( s_{t+1} \) to be the left server \( s_- \) would give \( \Delta w = 1 \) and \( d = 1 \), so \( 3\Delta w + d = 4 \). For the right server we find \( 3\Delta w + d < 4 \) as soon as the current matching size is roughly \( \frac{2}{5} \) of the distance between \( s_+ \) and the new request.
Though this algorithm performs optimally (with competitive ratio 9) on simple cow sequences, it has infinite competitive ratio in general. To see this, consider $k$ cow sequences next to each other as in Fig. 7.

Assuming that the algorithm has already (approximately) spent factor 9 on each of the cow sequences and that there is exactly one unused server between each of them at positions $s_1, s_2, \ldots, s_k$. A new request at position $s_1$ will be served from $s_1$. A second request at $s_1$ will face work functions of $3(M + 1) + 3M + 1$ for $s_2$ and $3(3M + 1) + 3M + 1$ for $s_0$ and thus will then be served from $s_2$. After that, a request at $s_2$ will be served from $s_3$, etc. Finally, a request on $s_k$ will be served from $s_k - 1$, a request there from $s_k - 2$, etc., until finally a request on position (roughly) $s_k - 6M$ will be served from $s_0$. At this point in time, our current matching looks like the one indicated in Fig. 8 and the algorithm has spent (approximately) $9kM + 3kM + 3kM$ which is 15 times the current matching on this type of concatenated cow sequence.

It is now straightforward to iterate this argument, placing a number of such concatenated cow sequences next to each other and proving a lower bound of 21 for the competitive ratio, etc. So our algorithm has indeed unbounded competitive ratio.

Other values of $\gamma$ can be analyzed similarly, so it seems that (standard) work function algorithms are of no help in online matching. Or, to put it differently: Whether to chose the left or right server $s_-$ resp. $s_+$ for serving a new request should probably be decided by also taking into account the situation outside the interval $[s_-, s_+]$.
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